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The CANDOR corpus: Insights from a large multimodal
dataset of naturalistic conversation
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People spend a substantial portion of their lives engaged in conversation, and yet, our scientific understanding
of conversation is still in its infancy. Here, we introduce a large, novel, and multimodal corpus of 1656 conver-
sations recorded in spoken English. This 7+ million word, 850-hour corpus totals more than 1 terabyte of audio,
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video, and transcripts, with moment-to-moment measures of vocal, facial, and semantic expression, together
with an extensive survey of speakers’ postconversation reflections. By taking advantage of the considerable
scope of the corpus, we explore many examples of how this large-scale public dataset may catalyze future re-
search, particularly across disciplinary boundaries, as scholars from a variety of fields appear increasingly inter-

ested in the study of conversation.

INTRODUCTION

Conversation hardly needs introduction. It is a uniquely human act
of cooperation that requires exquisite coordination across many
levels of cognition (1—4). It is the seat of language acquisition (5).
Its turn-taking system emerges early in development (6, 7) and
shows parallels in nonhuman primates and other animals (8, 9).
It is how group members absorb and transmit culture (10, 11). It
is the primary tool that humans use to form and maintain their
social relationships (12, 13). It has a substantial impact on
people’s mental and physical health (14, 15), and more recently,
generative models of conversation have emerged as a major mile-
stone in artificial intelligence (16-18).

Despite its centrality, conversation's complexity has hampered
its empirical study: Conversation is characterized by a strong
degree of interdependence between speaking partners, in which
one’s words and behavior are adjusted rapidly in response to what
one's partner is doing; conversation is staggeringly multimodal, in-
volving information transmission across linguistic, paralinguistic,
and visual channels simultaneously; and last, conversation is
highly contextualized, in which people play certain social roles,
pursue specific goals, and negotiate status and power hierarchies.
In turn, this complexity presents numerous scientific challenges,
from operationalization to measurement to statistical modeling.
However, here, we demonstrate that recent technological advances
have begun to offer solutions to these challenges, placing previously
inaccessible research questions within reach and offering consider-
able opportunity for interdisciplinary collaboration.

Historically, progress on conversation research has been cata-
lyzed by large public datasets, such as the Map Task Corpus (19),
the Switchboard Corpus (20), or newer multimodal datasets, such
as the MELD (21, 22) and OMG-Empathy datasets (23) [for a
review, see (24)]. While these datasets have advanced conversation
science, none includes a large sample of naturalistic conversation,
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with full audio and video recordings, together with speakers’ de-
tailed postconversation reports.

We collected such a dataset of 1656 unscripted conversations
over video chat that comprise more than 7 million words and
850+ hours of audio and video. Overall, our corpus includes
more than 1 terabyte of raw and processed recordings. The
corpus draws on a large and diverse sample of participants, aged
19 to 66, from all over the United States. Participants were paired
using an automatic matching algorithm of our own design and
were simply instructed to have a conversation with one another
for at least 25 min, although many talked for much longer. The con-
versations occurred during 2020 and, thus, offer a unique perspec-
tive on one of the most tumultuous years in recent history, including
the onset of a global pandemic and a hotly contested presidential
election. The corpus is among the largest multimodal datasets of
naturalistic conversation, which we refer to collectively as the
CANDOR corpus (Conversation: A Naturalistic Dataset of Online
Recordings).

Large amounts of raw data alone are not sufficient to advance the
study of conversation. In other domains, growth in computational
power, the use of crowdsourcing platforms, and technological ad-
vances in machine learning, e.g., language and signal-processing al-
gorithms such as Word2Vec, BERT, and ResNet, have proven to be
yet another catalyst of scientific advancement, enabling discovery
and inference at scale (25-29). In this spirit, we applied an elaborate
computational pipeline to quantify features of conversation such as
overlaps and pauses, second-by-second variation in facial features,
and full transcripts with accompanying prosodic characteristics of
speech. Last, we collected a battery of psychological measures from
the participants, including trait-level measures such as personality,
as well as people’s opinions about their conversation partner and
their feelings about the overall conversation.

We explore the corpus in five sections. First, we use the corpus to
replicate key findings from the literature on turn-taking. In doing
so, we developed algorithmic procedures to segment speech into
conversational turns—a preprocessing step necessary to study con-
versation at scale—and demonstrate how analytic results hinge crit-
ically on the choice of appropriate segmentation algorithms.
Second, we explore the relation between conversation and
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psychological well-being. Third, we connect patterns of turn-taking
to people’s well-being, exploring the nuanced relationship between
the structure of conversation and its psychology. Fourth, we apply a
series of computational models to text, audio, and visual data and
extract detailed measures of turn-by-turn behavior that we use to
investigate an open question in the literature: What distinguishes
a good conversationalist? Last, we briefly overview our corpus'’s
topical, relational, and demographic diversity using a mixed-
methods approach: We analyze the way the national discourse
shifted during a tumultuous year, review the entire corpus qualita-
tively to identify conversations that were particularly high in
rapport, and examine the ways people alter their speech, listening
patterns, and facial expressions when they talk to partners from
diverse backgrounds and identity groups.

To structure these findings, we articulate a framework based on a
more “vertically integrated” approach to the study of conversation.
Our hierarchy of conversation spans (i) “low-level” mechanical fea-
tures of conversation, such as turn-taking, which delineate the
structure of interaction; (ii) “mid-level” information streams, such
as semantic exchange, psycholinguistic markers, and emotion ex-
pressions, which represent the subjective content of turn-by-turn
conversation; and ultimately, (iii) “high-level” judgments reported
after conversation, such as people’s enjoyment and the impressions
they formed of their conversation partners. Many of our results
demonstrate that these levels cannot be meaningfully studied in
isolation.

The findings we present from the corpus are far from exhaustive.
Rather, they are intended as a launching point for future research
and collaboration. In other contexts, the emergence of grassroots
consortiums [e.g., (30, 31)] has allowed scientists to pool ideas
and resources, using "big"” science to address large unanswered
questions (32). Many of our results demonstrate not only the con-
siderable advantages associated with studying conversation through
a multidisciplinary lens but also the need for larger collaborative
efforts to make empirical progress. Our goal is that the corpus
will help build an interdisciplinary science of conversation.

Many disciplines have been drawn to the study of conversation,
some for decades (e.g., conversation analysis, sociology, communi-
cations, pragmatics, and psycholinguistics) and some more recently
(e.g., cognitive and social psychology, neuroscience, organizational
behavior, political science, computational linguistics, natural lan-
guage processing, and artificial intelligence). In all cases, it
appears that progress has been catalyzed by rich datasets, new ana-
lytic frameworks, and empirical findings that beckon further collab-
oration, all of which we have intended to provide. Together, we hope
that these offerings will advance the study of the most fundamental
of all human social activities: the spoken conversation.

CORPUS CONSTRUCTION

Between January and November 2020, six rounds of data collection
yielded a total of 1656 dyadic conversations that were recorded over
video chat (see table S1). In what follows, we explain our recruit-
ment method and the construction of the final dataset.

Methods
Recruitment

Initial survey. Our target population consisted of people 18+
years of age who live in the United States. We recruited participants
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using Prolific, an online crowdwork platform. This study was ap-
proved by Ethical & Independent Review Services, protocol
#19160-01.

Before entering the study, candidate participants were asked to
read a consent form that explained the following: (i) They would
have a conversation with another individual that would last at
least 25 min; (ii) audio and video would be recorded; (iii) they
would complete a series of surveys before and after the conversa-
tion; (iv) they would be paid $0.85 for completing the initial
survey and an additional $14.15 upon full completion of the record-
ed conversation and postconversation survey; (v) their data, includ-
ing the video and audio recordings, would be shared with other
researchers and could be made publicly available; and (vi) partici-
pation carried a risk of personal identification because of the audio
and video recordings. Because of the sensitive nature of releasing
personally identifiable recordings and the study design that re-
quired participants to meet for a video call after they gave initial in-
formed consent, we then asked participants to verify again that they
were comfortable having a recorded conversation with a stranger.
Only candidates who both indicated and reaffirmed their consent
were permitted to continue as study participants.

Participants were then asked a series of questions to determine
their availability during the following week. After doing so, they re-
ceived a follow-up email within 24 hours.

In some data collection rounds, participants filled out a small
number of additional psychological measures (see the round vari-
able in the Data Dictionary for details). Last, they were given in-
structions to submit a request for compensation.

Matching. A matching procedure was carried out once daily
based on the participants’ stated availability during the next week.
Unmatched participants with overlapping availability were paired.
No demographic information was used in the matching process.
Once matched, participants were notified by email of the time
and date of their conversation. A second email that contained a
link to a survey, which guided participants through the next
phase of the study, was sent 1 hour before the scheduled
conversation.

Participants

Of the participants who completed the intake survey (approximate-
ly N =15,000), approximately 3500 were matched with another par-
ticipant, returned to have a conversation, and provided audio and
video recordings that we were able to process automatically with our
pipeline. Naturally, given the difficulties inherent in scheduling
strangers to meet in a video chat room on the internet at a specific
date and time, we experienced cancelations, no-shows, technologi-
cally confused participants, and other obstacles over the course of
data collection. For example, slightly more than 3000 participants
reported at least one instance in which their partner simply did
not arrive for the scheduled video call. We addressed this contin-
gency by compensating participants who experienced no-shows
with $1.50 and offering them the opportunity to rejoin our match-
ing pool the next day.

All told, we recorded approximately 2000 completed conversa-
tions by the end of the data collection period that totaled around
1000 hours of footage. An additional human review of all of our
conversations flagged approximately 300 conversations for
removal. Conversations were eliminated for two main reasons:
Another individual appeared on camera who did not consent to
be filmed (e.g., a participant wanted their conversation partner to
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say hello to one of their children) or technical issues made the audio
or video recording unusable.

Our final dataset included 1656 conversations and 1456 unique
participants who spanned a broad range of gender, educational,
ethnic, and generational identities (see table S2). “Unique partici-
pants” refer to the number of participants who had at least one con-
versation, as more than 50% of our sample had more than two
conversations and 33% had more than three conversations. Partic-
ipants who had multiple conversations did not do so back-to-back
and, in most cases, held several conversations distributed across the
data collection period (see table S2).

Preconversation survey

A preconversation survey measured participants’ current mood
(i.e., valence and arousal; see the Data Dictionary). The survey
then reminded participants to turn on their webcam and micro-
phone, to ensure that their conversation lasted at least 25 min,
and to return to the survey tab in their browser after the conversa-
tion was over to complete the postconversation survey. Last, a link
was provided to the video chat room.

The conversation

Clicking the “Join Conversation” link opened a new video chat
window. Recording began as soon as the first conversation
partner joined. Participants were asked to wait at least 5 min for
their partner to arrive. Sessions in which only one participant
arrived were discarded.

With respect to the conversation content, participants were not
given specific instructions—they were simply told to “talk about
whatever you like, just imagine you have met someone at a social
event and you're getting to know each other.” Then, the participants
were instructed to have a conversation for at least 25 min, although
their duration varied considerably (mean length = 31.3 min,
SD = 7.96, minimum = 20 min).

Conversations were recorded digitally using a web application
based on the TokBox OpenTok Video API and were conducted
via camera-connected displays and microphones. Most conversa-
tions were conducted computer to computer, but a mobile device

Low-level

Facial
emotion

was used occasionally. Upon completion, the participants ended
the recording session and returned to complete the postconversa-
tion survey.

Postconversation survey

Participants were asked first whether any issues prevented them
from completing the conversation. If so, then we offered them the
opportunity to reschedule with a new partner by responding with
their updated availability. Otherwise, participants went on to com-
plete a postconversation survey, in which they reported their per-
ceptions of their conversation partners, their feelings about the
overall conversation, their personality, and so forth. For details,
see the Data Dictionary (the link is in the Data and materials avail-
ability statement), which describes all measures. Last, they were
thanked for their participation and provided instructions on how
to submit a request for payment.

Available data

The two primary outputs from the conversation collection process
were the survey responses and the video archive that contained the
videos and metadata for each conversation.

Survey. The survey data consisted of (i) the initial survey admin-
istered during the screening stage, (ii) the preconversation survey,
and (iii) the postconversation survey. The survey responses were
processed via the Qualtrics API into a flat file of comma-separated
values, and participants’ responses were recorded at the conversa-
tion level. For full details about the survey items, please refer to the
Data Dictionary.

Data processing and feature extraction. Please see the Supplemen-
tary Materials for a detailed explanation of the way the video and
audio recordings were processed into unified, analysis-ready
formats. Briefly, across all modalities—textual, acoustic, and
visual—our goal was to extract and streamline as much information
as time and technology would permit, producing a user-friendly
corpus for researchers to use and improve upon. The resulting
feature sets extracted from our processing pipeline are described
in full in the Data Dictionary.

Enjoyment LS B t_o
talk again
First =
impressions Trait inference

Semantic
Vocal novelty
T intensity I I

Fig. 1. A framework for studying conversation. The results are organized according to an analytic framework that distinguishes between three related levels of con-
versation. Low-level features can be observed directly, vary over short time periods, and often relate to conversational structure (e.g., a pause at the end of a speaker's
turn). Mid-level features are generally inferred indirectly by human perceivers or algorithms that approximate human perception, vary on a medium-frequency or turn-by-
turn basis, and capture linguistic or paralinguistic conversational content (e.g., a happy facial expression or vocal emotional intensity). High-level features relate to
people’s subjective judgments of a conversation (e.g., postconversation-reported enjoyment or people’s evaluations of their partner). Subsequent sections present em-
pirical results at each level of the hierarchy, as well as analyses that demonstrate the interplay across levels that we believe will represent an increasingly common and

important type of research.
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With future advances in preprocessing and machine learning al-
gorithms, human review, and additional effort, we anticipate that
current and future scholars will obtain considerable additional
value from this corpus. We encourage researchers who develop im-
provements to this corpus to make their improvements publicly
available to the broader scientific community.

CORPUS FRAMEWORK

To guide our exploration of the CANDOR corpus, we embraced
three principles: (i) Conversation is constructed around a highly co-
operative system of turn-taking; (ii) understanding the full com-
plexity of conversation requires insights from a variety of
disciplines that, although they examine the same phenomenon,
often remain siloed in their research questions and analytic tools;
and (iii) examining conversation computationally and at scale is
an enduring challenge, but new technologies, particularly advances
in machine learning, promise to unlock many aspects of conversa-
tion that were previously inaccessible to empirical research.

The framework

We propose an organizing framework that classifies conversational
features as low-level, mid-level, and high-level (see Fig. 1). Low-level
features are closest to the raw signals in the audio, video, and text of
a conversation recording and often vary on a nearly continuous
time scale. Although some degree of inference is often necessary
to generate even these features, such as extracting vocal markers
from processed audio signals or the linguistic inferences made by
an automated transcription service, these outputs are sufficiently
concrete and specific (e.g., pitch, turn duration, eye gaze, etc.) to
constitute the objective properties of conversation from which
higher-order inferences are derived.

Next, high-level features are individuals' subjective judgments
about their conversations, formed on a coarse time scale and reflect-
ed in the postconversation survey responses. Survey items included
measures of liking, enjoyment, and conversational flow, as well as
evaluations of one's partner’s social status, intelligence, and person-
ality. The value of these postconversation ratings is considerable, as
they allow in-conversation behaviors and post-conversation im-
pressions to be linked.

Between these levels, we identified numerous features related to
subjective perceptions of the interaction that typically vary on an
intermediate time scale. These mid-level features capture intracon-
versational psychology and are usually computed using a suite of
algorithmic tools that were trained to attend to specific aspects of
speech, sound, and movement to infer a psychological content,
such as a happy facial expression, an increasing intensity in one's
voice, and a timely change of subject: Noticing these conversational
moments requires a mix of sense and sense-making—whether by
human or machine—and is analytically distinct from low- and
high-level phenomena.

We refer interested readers to the Supplementary Materials for
additional theoretical implications of this tiered framework to study
conversation. A simple example demonstrates the nature of low-,
mid-, and high-level features: The contraction of a person's zygo-
maticus major muscle is, in principle, an observable (low-level)
feature. Most people recognize this contraction pattern as a smile,
a momentary expression of happiness (mid-level inference). Last,
individuals who smile frequently during a conversation may also

Reece et al., Sci. Adv. 9, eadf3197 (2023) 31 March 2023

report that they had an enjoyable experience overall (a high-level,
subjective report). We used this framework as a heuristic to organize
a diverse array of findings across the rich dataset.

First, in what follows, we present results related to conversational
mechanics, the lowest level of our framework that covers features
such as turn exchange and backchannel feedback, and the fact
that studying these low-level mechanical features requires develop-
ments in transcript segmentation. Second, at the high level, we
examine the way conversation influences an individual’s well-
being. Third, we demonstrate the interplay between levels and
show, for example, the way an individual's low-level speed of turn
exchange relates to their partner’s high-level enjoyment of the con-
versation. Fourth, we explore the middle layer of the corpus by ex-
tracting psychologically rich features with an array of computational
models. These fine-grained measures of turn-by-turn interaction
are used to link the middle and the high level and to investigate a
basic unanswered question in conversation research: What consti-
tutes a good conversationalist? Last, we end with a mixed-method
report that explores our corpus’s topical, relational, and demo-
graphic diversity.

RESULTS

The turn-taking system and algorithms for transcript
segmentation

A hallmark of conversation is that there is no predetermined order
of who should speak, about what, and for how long. Given this pre-
carious starting point, it is something of a marvel that conversation
works so well. Managing such variability depends upon a complex,
highly coordinated system of turn-taking.

The turn-taking system has many elements, but three basic com-
ponents are the following: (i) turn exchange—the way people
manage to pass the floor back and forth in an orderly and efficient
manner; (ii) turn duration—how long speakers talk before they turn
over the floor; and (iii) backchannel feedback—the active engage-
ment that listeners display while speakers are talking, such as the use
of nods or short utterances—"mhm," “yeah,” and “exactly"—to
convey understanding and encouragement. The scope of our data
permits close investigation of these basic features of conversation.
We do so with two primary objectives: first, to demonstrate that
key results from the literature are replicated in the corpus and,
second, to explore ideas related to studying conversation at scale.
Our ideas related to this revolve around the thorny question of
what constitutes a turn and the combined problems that there is
no agreed upon definition, as well as the difficultly of implementing
such definitions computationally.

Turn exchange

One important finding related to turn exchange is that the average
interval between turns (as well as the median and modal response)
is a short gap of approximately 200 ms, approximately the duration
of an eyeblink, which is a figure that appears to be consistent across
languages and cultures (33, 34). Here, we replicated this previous
work in our large corpus of video-recorded conversations. Follow-
ing Heldner and Edlund (35), we applied a procedure to classify
communication states in our entire corpus to obtain a time series
in which the presence or absence of speech for both speakers is re-
corded at 10-ms intervals. This allowed us to identify within- and
between-speaker intervals with high temporal precision. The result-
ing taxonomy included gaps (between-speaker silences), pauses
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(within-speaker silences), overlap (between-speaker overlap), and
within-speaker overlap (when one speaker begins to speak while
their conversation partner is still speaking, such as in the case of
an attempted interruption or backchannel). Here, we focus on
gaps and overlaps.

Figure 2 shows that gaps and overlaps followed an approximately
normal distribution centered on zero (equivalent to a perfectly
timed, no-gap, no-overlap speaker transition). Gaps and overlaps
were overwhelmingly less than 1-s long and often much shorter,
with a median of 380 ms and —410 ms, respectively. Gaps represent-
ed approximately half (52.1%) of all speaker transitions, while
slightly less than half of speaker transitions were overlaps (47.9%).
Overall, the median between-speaker interval was a fleeting 80 ms.

The brief interval between turns is particularly notable because
the length of these intervals is much shorter than the time it takes a
person to react and produce a spontaneous utterance. This means
that listeners must be predicting the end of a speaker’s turn in
advance. Previous research has identified mechanisms by which
people accomplish this feat, for example, by using various syntax
and prosody cues [(36—38); for a review, see (39)].

Overall, these figures closely match those in the previous litera-
ture (35, 40) and replicate earlier findings in a dataset with nearly
half a million speaker transitions. We also replicate this previous lit-
erature in the increasingly important domain of video-mediated
communication—it appears that basic conversational dynamics

during such conversation closely resembled those seen in face-to-
face interaction [c.f,, (41)].

Last, note that the distribution of turn intervals observed
depends upon the definition of a turn being implemented. For
example, an automated corpus work tends to define a “turn” as
any stretch of speech before the speakers switch. This definition is
based on timing without consideration of the content of the turn.
Recent work has emphasized the way the conclusions drawn about
the timing of turns depends critically upon these definitional
choices (34, 42). Undoubtedly, future work will examine this ques-
tion in more detail, and in relation, in the following sections, we
explore different algorithms to segment turns at scale. We also
return to the dynamics of turn exchange later to examine the rela-
tion between low-level conversational features and higher-level psy-
chological outcomes.

Turn duration

Turn duration, or how long people hold the floor, is another basic
feature of the turn-taking process. Compared to the sizable litera-
ture on turn exchange, turn duration remains relatively understud-
ied, attributable, in part, to a lack of available datasets of suitable
quality and scale. Here, we show how advancing the empirical
study turn duration will require new algorithms to segment tran-
scripts into turns.

Talk ratio. Speaker turn duration can be conceptualized in two
ways. The first is to measure the time that a given speaker holds
the floor overall (e.g., speaker A talked for 15 min of a 20-min
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Fig. 2. Distribution of gaps and overlaps across speaker transitions. Negative intervals are classified as “overlaps,” indicating the presence of simultaneous speech on
the part of two conversation partners. Positive values are "gaps,” indicating a stretch of silence between turns. The results indicated that the median between-speaker turn
interval was +80 ms and was distributed approximately normally. These results are similar to those previously observed in conversations across many cultures and com-
munication modalities (33). Short gaps are consistently the most common type of turn transition in naturally occurring conversation.
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conversation, or 75% of the time, while speaker B talked for only 5
min, or 25% of the time). The second, more fine-grained approach
is to measure the duration of individual turns.

The individual turn approach offers a richer portrait of conver-
sation. For example, people’s overall talk times necessarily fail to
distinguish between two people exchanging extended monologs
versus two people engaging in high-speed back-and-forth conversa-
tion. Finer-grained observation at the turn level has the potential to
reshape literatures that currently rely on coarser overall measure-
ments, such as studies that have examined the relation between
talk time overall and perceptions of leadership, likability, and dom-
inance (43, 44). However, progress in this direction makes it neces-
sary to grapple first with a difficult definitional dilemma at the heart
of large-scale conversation research: What do we mean by a turn?

Individual turn duration. To date, the most rigorous definition of
conversational turns is found in the conversation analysis literature
(and that of related disciplines), in which researchers have devel-
oped rubrics to transcribe conversations manually [e.g., (45)].
However, large corpora such as ours, which include hundreds of
thousands of potential turn boundaries, make conventional
manual coding highly impractical. Scaling these efforts computa-
tionally would require a precisely defined series of steps—i.e., an
algorithm—to be constructed to organize two speakers’ streams
of speech into psychologically meaningful turns. Below, we demon-
strate three candidate algorithms, or “turn models,” and describe
their design rationale and limitations. We consider these algorithms
useful, if early, starting points for continued research on the subject
of conversational turns and, by extension, turn duration.

Our most basic turn model, Audiophile, formalizes a simple as-
sumption: A turn is what one speaker says until their partner speaks,
at which point the partner’s turn begins, and so on. This is essen-
tially the way the AWS Transcribe API parses recorded speech into
turns. While useful as an easy-to-implement benchmark, Audio-
phile had some salient drawbacks. For example, because of brief
sounds (such as laughter) or short bits of cross-talk, Audiophile
often broke up turns too aggressively and created several small
turns that virtually any human observer would have regarded, syn-
tactically and psychologically, as a single turn. However, as we dem-
onstrate below, approximating “psychologically real” turns is a
difficult task that has seemingly stymied research on turn duration
at scale.

In this section and the next, we describe the development of two
competing models that sought to approximate human's perceptions
of turns better. We begin with Clifthanger, which attempts to

Table 1. Basic comparison of Audiophile and Cliffhanger turn models.
Speakers’ mean and median turn durations were four to five times greater
for the cliffhanger turn model compared to those of Audiophile. This
suggests more broadly that analytic decisions about transcript
segmentation will play a key role in the empirical investigation of speaking
duration, an understudied topic.

Turn duration Number
Model of words Average turns
Mean Median Mean Median
Audiophile 2.22 0.92 6.40 2 440.70
Cliffhanger 8.52 5.81 17.81 9 159.41
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capture the duration of people’s turns more accurately by segment-
ing turns based on terminal punctuation marks (periods, question
marks, and exclamation points), as generated by automated tran-
scription. From Cliffhanger’s “perspective,” once the transcript in-
dicates that speaker A has begun speaking, if speaker B interjects
during A’s sentence (i.e., before A reaches a terminal punctuation
mark), then B's utterance is shifted into a new turn after A's sen-
tence concludes. Subsequent sentences on A’s part are then assigned
to a new turn that succeeds B's interruption. In essence, Cliffhanger
disallows turn exchanges until after the primary speaker has fin-
ished their current sentence.

The simple example in Fig. 3 makes the Clifthanger procedure
clear. As depicted, the mean and median Cliffhanger turn durations
were four and five times greater, respectively, compared to that of
Audiophile. The clear implication is that studies of turn duration
will rely heavily on the researcher’s choice of turn model. How
might we empirically determine whether Clifthanger is a more suit-
able model for studying turn duration?

One indirect test of a turn model's performance is its face validity
with respect to producing turns that are consistent with human in-
tuition. For example, anecdotal evidence suggests that turn length is
correlated with a conversation's quality: People who enjoy a conver-
sation will likely have more to say and, thus, may be expected to take
longer turns on average. We did observe this relation between
speakers’ turn duration and their enjoyment of the conversation
overall—but only when we used turns Cliffhanger generated, not
Audiophile. For Audiophile turns, the association between
people’s median turn duration and their enjoyment was not signifi-
cant [b = 0.07, 95% confidence interval (CI) = [—0.04, 0.18],
£(3255) = 1.32, P = 0.19]. By contrast, for Clifthanger turns, the re-
lationship between median turn duration and people’s enjoyment
was significant [b = 0.06, 95% CI = [0.03, 0.09], £(3255) = 4.12,
P < 0.001]. This analysis illustrates the way results depend critically
upon turn model selection and, in doing so, introduces an impor-
tant “researcher degree of freedom” (46). This suggests that impor-
tant directions for future work include improving turn models,
developing guidelines for their use that are associated with specific
research objectives, and demonstrating the robustness of the pat-
terns identified across multiple turn models.

Opver the course of this project, we developed and tested a wide
array of algorithms to parse a natural conversation into turns. No
single model on its own was able to handle all turn-related edge
cases that occurred across the entire corpus. Rather, some models
appeared to capture certain psychologically intuitive aspects while
they missed others. This suggests that either specific research ques-
tions will call for the use of specific turn models, or ultimately,
further development of turn models will yield something near an
automated gold standard that can be reliably deployed across
natural conversation to answer a wide variety of research questions.
Backchannels
Backchannels, the short words and utterances that listeners use to
respond to speakers without taking the floor (e.g., “yeah,” “mhm,"
and “exactly”), represent a third basic feature of the turn-
taking system.

As illustrated in Table 1, the hypergranular Audiophile approach
to turn segmentation has limited utility for many research ques-
tions. For example, imagine that speaker A tells a 2-min story,
during which speaker B nods along and contributes simple back-
channels such as “yeah” and "mhm"” to demonstrate that they are
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Fatima: | Hello, my | name | is | Fatima. I'm | from | Egypt.
Eduardo: Hi. Nice | to | meet | you.
Audiophile Cliffhanger
Hello, Hello, my name is

Fatima.

Hi.

my name is Fatima.
I'm

Nice

Hi.

‘ I'm from Egypt. ‘

‘ Nice to meet you. ‘

from

Egypt.

meet you.

Fig. 3. A depiction of turn segmentation by the Audiophile and Cliffhanger turn models. The baseline Audiophile model treated each interjection as initiated a new
turn and, thus, disrupted the flow of Fatima's self-introduction (red). In contrast, our improved Cliffhanger model organizes the same information into a more intuitive

format in which Fatima and Eduardo (blue) alternate pleasantries.

paying attention and engaged. In a maximally granular formulation
of turn exchange, such as Audiophile, each “yeah” is recorded as a
distinct partner turn. This may be inappropriate for certain research
questions because it permits the interruption of a continuous nar-
rative based on small, routine interjections. To accommodate such
research questions, we developed Backbiter, a turn model that
allows the listener's encouraging “yeahs” to simply exist in parallel,
rather than interrupting the storyteller’s 2-min monolog. Such a
model quantifies backchannels as informative and important, but
nonetheless peripheral, annotations to primary speaking turns.

Backbiter creates two transcript entries for each speaking turn:
first, the words that the turn’s active speaker utters and, second,
the backchannel phrases that the turn’s listener utters, if any. Back-
biter uses three basic rules to identify and reclassify utterances as
backchannel turns: (i) A backchannel turn must be three words
or fewer, (ii) it must contain >50% backchannel words (e.g.,
"yeah,” mhm,” and “exactly”), and last, (iii) it must not begin with
a prohibited word, such as “I'm..." (see the Supplementary Materials
for a complete list of backchannel words and nonbackchannel be-
ginnings.) Using these rules, the Backbiter algorithm moves utter-
ances deemed as backchannel turns from the main turn registry into
the turn’s accompanying backchannel registry. As shown in Fig. 4,
Backbiter altered the transcript considerably by identifying and re-
moving backchannel turns successfully.

A single “mhm” may appear eminently forgettable, but when
well-timed and particularly in the aggregate, backchannels
become essential conduits of understanding and affiliation (47).
In our corpus, we observed that listeners deployed backchannels
universally: 33.7% of speaker turns elicited at least one listener back-
channel. This figure rose to 65.5% of speaker turns that were five
words or longer; we estimate a rate of approximately 1000 back-
channel words per hour of spoken conversation, which is consistent
with previous observations (48). Notably, among many possible
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backchannel words, one reigned supreme: The word “yeah” alone
accounted for nearly 40% of all backchannels, either in singular
form ("yeah”), double (“yeah, yeah"), triple (“yeah, yeah, yeah"),
and more (“yeah, yeah...yeah, yeah, yeah"). (See Fig. 5 for distribu-
tion of backchannel frequencies.)

Conversation researchers have identified various ways in which
not all backchannels are created equal. For example, one distinction
is between “generic” and “specific” backchannels. Generic back-
channels, sometimes referred to as “continuers,” display under-
standing and function as a signal to the current speaker to
continue talking. On the other hand, specific backchannels, some-
times referred to as “"assessments”, respond to the content of the
current speaker’s turn and usually display a degree of affiliative
alignment, often by mirroring an emotion of some sort, such as
saying “yuck” at the climax of a disgusting story (49, 50). Hence,
while the generic “yeah” dominates our corpus in sheer frequency,
the use of specific backchannels, such as “wow,"” may actually be
more important in establishing a social connection or in guiding
a narrative's direction. A second example is that while “mhm”
may function to signal continued understanding, or “passive recep-
tivity,” as it has been called, researchers have also suggested that
backchannels can signal “incipient speakership” or a listener’s read-
iness to take the floor (51). These examples barely scratch the
surface of all the various functions of backchannels, and a large-
scale empirical investigation is lacking [for a review of backchannel
functions, see (48)]. Our corpus represents a resource that facilitates
this line of research.

Note that when we consider all of these different functions of
backchannels, it is clear that simple continuers (e.g., “mhm") may
be considered as a low-level feature of conversation. However,
given that backchannels also serve more socially complex func-
tions—fitting into a broader class of multimodal signals that
involve language, gesture, and intonation—they may warrant
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Audiophile transcript

I'm doing good, good, good. This is the first time
that I've done this, so I'm not sure exactly what
we're supposed to be talking about or

~——

Yeah.

any type of thing we're supposed to be going on.
So I'll let you go ahead and

:

~—

E

<start

(huh.

<to have something you want to say. Then I'll

uk\/\_/

<imroduce myself first. My name is Chris

<and I live
<here in Wichita
<Kansas
<and
<I work at

<a construction supply

<company here.
(Okay. My name is Ireland.>
<Mhm. J

(which is a super weird name. | live in Oklahoma.>

Mhm

=
3

hmm.

Yeah.

Backbiter transcript
" N
I’'m doing good, good, good.
This is the first time
that I've done this, so I'm
not sure exactly what
we're supposed to be
talking about or any type of
thing we're supposed to be
going on. So I'll let you
go ahead and start to have
something you want
to say. Then I'll introduce
myself first. My name is
Chris and | live here in
Wichita Kansas and | work

at a construction supply
<k company here.

Okay. My name is Ireland
which is a super weird name.
I live in Oklahoma.

Yeah. Uh, huh.
Yeah. Mhm Yeah.
Yeah. Mm hmm.

Yeah. Yeah.

J

Mhm

Legend
( Speaker1turn )
( Speaker2turn )

Backchannel

Fig. 4. Example transcripts from Audiophile and Backbiter turn models. Audiophile treats each backchannel as initiating a new turn that disrupts the flow of speaker
1's self-introduction (red). In contrast, our Backbiter turn model organizes the same information and presents it in a more intuitive format in which speaker 1 offers a single
introductory turn (while speaker 2 is backchanneling). Speaker 1 then concludes their turn and yields the floor to speaker 2 (blue), at which point speaker 2 takes their first
turn and also provides a self-introduction (while speaker 1 occupies the backchannel).

more focused attention as mid-level features in their own right and
may require more interpretation, layers of inference, and future re-
search to improve their detection and analysis.
Summary—Turn-taking system
We used the corpus to explore three basic features of the turn-taking
system: turn exchange; turn duration, and backchannel feedback. In
doing so, we replicated a key turn exchange finding and extended it
to the domain of video chat. We also showed that studying turn du-
ration at scale will require developing novel turn segmentation algo-
rithms. Last, we explored backchannels—listeners’ widely used
signals of understanding and affiliation—and demonstrated the
way their automated extraction will likely facilitate further analysis
and serve as a starting point for more sophisticated detection
algorithms.

Going forward, researchers interested in the causes, correlates,
and consequences of conversational turns will benefit from
having explicitly defined turn-taking algorithms. Notably, this

Reece et al., Sci. Adv. 9, eadf3197 (2023) 31 March 2023

shift toward the use of automated algorithms in conversation re-
search offers an exciting benefit: By developing a common and ex-
plicit language to encode conversational turns, researchers can not
only customize turn models to address specific questions but may
also share these models with one another to help replicate and
extend research, allowing for substantial increases in efficiency. In
what follows, we explore high-level features of the corpus and focus
on the association between conversation and well-being.

The primary social functions of conversation: Conversation
and well-being
The turn-taking system is a fundamental feature of conversation.
However, why do humans take such pains to closely coordinate
their turns?

Coordination at the turn level ultimately serves cognitive coor-
dination, a state of “intersubjectivity,” or shared minds, which lies at
the heart of the conversation system. The turn-by-turn
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5
2
©
S Right -6.0%
©
c
g
S Uh huh - -4.6%
©
m
Mm 4 -3.7%
Yes A l1.9%
Wow - I1.5%
0% 10% 20% 30% 40% 50%

Percentage of all backchannels

Fig. 5. The frequency of backchannel words across the corpus Backchannel words are a foundational element of conversation that occur at an approximate rate of
1000 per hour of speech; listeners deployed them in nearly two-thirds of speaker turns that were five words or longer. “Generic” continuers, such as “uh huh,” may
function to signal to speakers that they should keep talking. In contrast, “specific” backchannel words, such as "wow,” may convey context-specific responses such as
mirroring a speaker’s emotion while a story is told. This distribution of backchannels reflects English spoken in the United States in 2020.

coordination of mutual understanding allows people to pursue a
range of goals, from persuading, to negotiating, to mating, and so
forth. Historically, conversational goals have been divided—not
only somewhat simplistically but also somewhat usefully—into “in-
formational” and “relational” goals (52). This distinction highlights
the different norms that govern such goals, the direct feedback that
accompanies information transmission—e.g., “Hold on, what do
you mean?” captured, for example, by Grice's (53) famous
maxims—versus the indirect feedback that often accompanies rela-
tional goals, e.g., “I wonder if my new conversation partner really
likes me or if they are just being nice?” that certain theories of po-
liteness have described (54).

In the CANDOR corpus, people are pursuing informational
goals, but the turn-by-turn exchange of information in naturally oc-
curring conversation is more difficult to study at scale. Many other
corpora, particularly those that are task-based, offer opportunities
for researchers to examine the way people coordinate knowledge.
Nevertheless, a comparative advantage of this corpus is that it pro-
vides a clear opportunity to view the way people initiate new rela-
tionships, form impressions of their conversation partners, and
connect with others socially. Accordingly, we examine a question
related to relational goals in this section. Note that, as more datasets
become available, larger-scale exploration of the interplay between
informational and relational goals will become possible, particularly
through the lens of certain processes that are central to these goals,
such as “repair,” which is one of conversation’s mechanisms to
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correct informational misunderstandings [for a review, see (55)],
and processes that establish social connection, such as “linguistic
alignment,” the tendency for conversation partners to mirror each
other’s linguistic expressions [see (56, 57) for an example of the way
informational and relational goals can be studied at scale).

In summary, conversation fulfills many goals, including the ex-
change of information, but one primary objective is the formation
and maintenance of social relationships (12, 13). One core finding
from a past work is that social interaction, mediated largely through
conversation, plays a critical role in people’s physical and mental
health [e.g., (15, 58-60)]. Our corpus offers the opportunity to
examine this idea in the earliest stages of developing relationships
—people meeting for the first time.

Pre-post positive affect

To explore conversation’s hedonic benefits, we had participants
report their general mood immediately before and immediately
after their conversation by responding to “To what extent do you
feel positive feelings (e.g., good, pleasant, happy) or negative feel-
ings (e.g., bad, unpleasant, unhappy) right now?”

A mixed-effects model with random intercepts for participant
and conversation revealed that postconversation affect (M = 7.32)
was significantly greater than preconversation affect [M = 6.12,
b = 1.20, 95% CI = [1.15, 1.25], £(4085) = 44.43, P < 0.001]. This
pre-post affective benefit held true across age groups (P < 0.001;
see Fig. 6). Thus, at least for individuals who voluntarily opted to
engage in a conversation with a stranger, the act enhanced their
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Positive affect before and after conversation

Ages 60-69 1

Ages 50-59 1

Ages 40-49

Ages 30-39 4

Ages 20-29

Time

Before

After

1 2 3 4 5

6 T 8 9 10

Positive affect

Fig. 6. Positive affect is significantly greater after than before a conversation. Each row of density plots corresponds to an age group. Respondents were asked to
report their mood immediately before (red) and after (blue) their conversation. Conversation'’s effect on people’s mood was positive, significant, and of considerable

magnitude.

positive affect significantly and consistently across much of the
adult life span. Overall, the corpus provides a powerful estimate
of conversation's effect on well-being.

Note that, while this effect is consistent with a large existing lit-
erature on the positive effect of social interaction on well-being, we
cannot entirely rule out that people’s repeated answering of the
same question about their well-being accounted for some part of
the overall effect. Interested readers can refer to the Supplementary

Reece et al., Sci. Adv. 9, eadf3197 (2023) 31 March 2023

Materials for additional analyses that provide evidence against such
a demand effect, further bolstering the conclusion that the interven-
tion itself (i.e., people’s conversation) is the primary driver of the
observed increase in well-being.

While unscripted conversations with a stranger appeared to no-
ticeably improve people’s mood, at least for those who opted to
engage in them, recent research has revealed a number of mistaken
beliefs that people have about such early conversations [for a review,
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see (61)]. For example, when people were asked about future con-
versations with a stranger, such as the conversations studied here,
they consistently (and incorrectly) anticipated that their conversa-
tions would be less interesting, enjoyable, and valuable than they
actually were (62, 63). Moreover, after such conversations ended,
people were overly pessimistic about what their conversation part-
ners thought of them, including not realizing how much they were
liked or the extent to which their conversation partner enjoyed their
company (64-66). Hopefully, large-scale public datasets, such as
this corpus, can shed new light on the intriguing social cognition
that arises when people use conversation to pursue the fundamental
goal of forming and maintaining social bonds and specifically how
people’s high-level cognition that arises after their conversations
end might be related to the dynamics of what was going on at the
turn level during their conversations. Moreover, with some addi-
tional feature engineering, the interplay between people’s broader
informational and relational goals may be explored.

Conversation analysis across multiple levels

The previous results demonstrated the range of the corpus and
covered conversation’s low-level turn-taking features and higher-
level outcomes, such as people’s overall enjoyment and well-
being, respectively. The corpus’s breadth uniquely allows analyses
that bridge multiple levels, presented here and in the follow-
ing section.

A limited body of work has probed the associations across dif-
ferent “levels” of conversational analysis, such as influential research
on the way listener backchannels determine the quality and trajec-
tory of a speaker’s story (49). However, such work is the exception
rather than the norm, and countless empirical questions remain un-
answered. This is attributable in part to the difficulty of collecting
conversational data, the inadequate computational methods to
quantify features at scale, and the lack of cross-disciplinary collab-
oration. Below, we demonstrate the way the rapid elimination of
these obstacles has now placed this type of research within
closer reach.

Turn exchange and conversational enjoyment

In an attempt to associate the lower-level mechanics of conversation
with higher-level psychological outcomes, recent research has
begun to investigate the way the interval between people’s turns
may function as an honest signal of whether two conversation part-
ners “click” and enjoy each other’s company (67). Here, we replicate
and extend these previous results.

Following the same measurement approach used in the "Turn
Exchange" section (35), we defined a person’s mean turn interval
based on the durations between their conversation partner’s turn
endings and their own turn beginnings. Participants reported
how much they enjoyed the conversation on a nine-point Likert
scale (end points: “1 - Not at All” and "9 - Extremely”). We then
regressed how much people’s partners enjoyed the conversation
on people’s mean turn interval. This analysis revealed that as the
mean turn interval decreased, the partners’ enjoyment increased
[b=-0.73, 95% CI = [-0.92, —0.53], #(3255) = —7.17, P < 0.001].
The same analysis using the median turn interval yielded a similar
result [b = —0.69, 95% CI = [—0.91, —0.47], £(3255) = —6.07,
P < 0.001]. Thus, the faster people responded when taking the
floor, the more their partners enjoyed the conversation. However,
per our earlier discussion (see Turn Exchange section), turn inter-
vals come in two different types—gaps and overlaps—which are
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conceptually, and likely psychologically, distinct. We can use this
information to expand upon the relationship between turn intervals
and conversational enjoyment.

By indicating in our model whether a person’s mean turn inter-
val was a gap or an overlap, we were able to examine whether the
relation between turn interval and enjoyment differs on the part
of people who are, on average, “gappers” versus “overlappers.” We
found that a significant turn interval x interval type (i.e., gap
versus overlap) interaction moderated the relationship between
turn interval and partner enjoyment [b = 0.74, 95% CI = [0.13,
1.36], #(3253) = 2.38, P = 0.02]. Postestimation analyses revealed
that, for people whose mean interval was an overlap, there was no
discernible relation between the duration of their overlaps and their
partners’ enjoyment [b = —0.26, 95% CI = [-0.71, 0.20],
t(3253) = 1.11, P = 0.27]. On the other hand, for those whose
mean interval was a gap, there was a significant negative relation
between gap duration and partner enjoyment [b = —1.00, 95%
CI = [-1.41, —0.59], #(3253) = —4.76, P < 0.001].

Rather than averaging people’s turn intervals for each conversa-
tion, we also modeled all of their turn intervals across each conver-
sation. To account for the data’s structure, we used a linear mixed
effects model, with turn interval and interval type (e.g., gap or
overlap) as fixed effects and a random intercept and slope for par-
ticipant ID. This analysis also revealed the same significant interval
x interval type interaction [b = 0.02, 95% CI = [—0.03, 0.004],
(331,854) = —2.58, P < 0.01]. This finding reinforces the main con-
clusion, although future work may need to improve the modeling of
within-person and within-conversation variance.

In short, as shown in Fig. 7, people’s turn intervals were related
to how much their partners enjoyed the conversation. However, it
was not simply the case that the more rapidly one responded, the
more one's partner enjoyed the conversation; the relation between
longer gaps and lower enjoyment appeared to determine the effect.

The preceding analysis is just one example of the countless ques-
tions that remain about the influence of low-level structural factors
on people’s high-level impressions of their conversations. One di-
rection for future work is evaluating the stability of people’s turn
intervals, or the extent to which people’s pattern of turn-taking
functions as a trait over time, by examining speakers who had mul-
tiple conversations. Future research might also manipulate not only
intervals but also turn duration and other conversation mechanics
experimentally to assess their causal effects on enjoyment and other
high-level judgments and impressions. Last, while we used Heldner
and Endlund'’s (35) turn model for consistency with the section on
the turn exchange, an important future direction would be to con-
sider its robustness compared to alternative segmentation
algorithms.

Machine learning and what distinguishes a good
conversationalist

Now, we move from the low-level structure of turns and the high-
level postconversation outcomes examined previously to the mid-
level content of conversation. The breadth, scale, and detail of our
corpus offers an unprecedentedly rich view of the way conversation
unfolds—moment to moment and turn by turn, through text,
audio, and video modalities—across more than 7 million words
and 50,000 min of recordings. Here, we introduce and analyze
mid-level features such as turns’ semantic content, dynamic vocal
prosody, and facial expressions. Historically, these factors have
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My mean interval and my partner's enjoyment
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Fig. 7. Turn exchange is related nonlinearly to partner enjoyment. The x axis indicates an individual's mean interval between the end of their conversation partner’s
turn and the beginning of their turn. Positive intervals indicate gaps between turns, and negative intervals indicate overlaps in speech near turn boundaries. We found
that longer positive intervals (gaps) between turns were negatively associated with partner enjoyment, but we found no such relation between enjoyment and negative
intervals (overlaps). This underscores the importance of connecting lower-level features of conversation with higher-level features, and the interdisciplinary understand-

ing required to do so.

been difficult to analyze because of the labor intensiveness of anno-
tation, the subjectivity of their perception, and the high-dimension-
al nature of textual and audiovisual data. However, recent advances
in speech analysis and machine learning have increasingly allowed
scholars to investigate these nuanced aspects of social interaction.
We explore this rich “middle layer” of interaction and associate it
with high-level impressions by exploring an open question in con-
versation research: What distinguishes a good conversationalist?

We begin by using a suite of open-source, audio-processing, and
computer vision models to extract detailed, high-frequency audio-
visual information—features such as head pose, speech spectrum,
and so forth—for each moment in our nearly 850-hour corpus.
These fine-grained measurements were then transformed into
turn-level features. Overall, our analysis characterized the linguistic,
auditory, and visual content of 557,864 conversational turns (using
the Backbiter turn model) along 19 dimensions (see the Supple-
mentary Materials for full details).

Our analyses revealed substantial differences in semantic
novelty, vocal dynamism, and facial engagement, in the way good
and bad conversationalists—according to their partner’s evalua-
tion—communicate. We also identified numerous avenues where
additional human annotation, refinement of computational
models, or application of domain transfer techniques may help
advance the study of conversation.

Reece et al., Sci. Adv. 9, eadf3197 (2023) 31 March 2023

Characteristics of good and bad conversationalists. After a conver-
sation concluded, each participant was asked to rate their partner as
follows: “Imagine you were to rank the last 100 people you had a
conversation with according to how good of a conversationalist
they are. ‘0" is the least good conversationalist you've talked to. ‘50
is right in the middle. ‘100" is the best conversationalist. Where
would you rank the person that you just talked to on this scale?”
In general, participants reported that their conversation partners
were above-average conversationalists (mean = 73.0, SD = 20.1).
For simplicity, we defined “good” and “bad” as the top and
bottom quartiles of the partner-rated conversationalist scores. The
main text results focus on the contrast between these groups; com-
plete results on middle quartiles (25th to 50th and 50th to 75th per-
centiles) are provided in the Supplementary Materials.

Here, we present the results for six turn-level features that illus-
trate the breadth of the analysis: (i) speech rate, i.e., words per
second; (ii) the semantic novelty of a speaker’s current turn com-
pared to their partner’s previous turn; (iii) loudness; (iv) vocal in-
tensity; (v) nodding “yes” and shaking “no” while listening; and (vi)
happy facial expressions while listening. Each of these features is de-
picted in one panel of Fig. 8, in which the top, middle, and bottom
rows represent the text, audio, and video modalities, respectively.
The left column—speech rate, loudness, and head movement—
are features that can, at least in principle, be observed directly. By
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Fig. 8. Behavior patterns of good and bad conversationalists. (A to F) The behavioral patterns of good conversationalists (top 25% of partner-rated conversationalist
score; depicted in blue) and bad conversationalists (bottom 25%; depicted in red) are depicted. Horizontal axes denote turn-level feature deciles. The y axis indicates the
mean proportion of turns in a category for a good or bad conversationalist. Error bars represent 95% confidence intervals. Top, middle, and bottom rows correspond to
text, audio, and visual modalities, respectively; left and right columns include features that can be observed directly and those that require an additional layer of machine

learning to estimate.

contrast, the features in the right column—semantic novelty, vocal
intensity, and facial expressions of happiness—are more complex,
subjective mid-level concepts that require an additional layer of
machine learning inference to proxy.

People’s speech and behavior varied considerably over the
course of a half-hour conversation, and these complex patterns
were difficult to capture with simple linear analysis. Instead, we ex-
amined whether good and bad conversationalists had different dis-
tributions across features. To facilitate presentation, we represent
feature distributions as frequency plots binned by deciles. For
example, Fig. 8A shows the frequency, indicated by the proportion

Reece et al., Sci. Adv. 9, eadf3197 (2023) 31 March 2023

of conversational turns, at which good and bad conversationalists
spoke very slowly (i.e., in the bottom 10% of speaking speeds),
and so forth, up to the fastest speech rate (i.e., in the top 10% of
speaking speeds). To quantify the trends’ general direction, we
also report differences in means (see the Supplementary Materials
for full details of the statistical procedure).

This approach allowed us to examine the way good and bad con-
versationalists varied in the proportion of turns they took that dem-
onstrated more or less of any given feature. In what follows, our
analysis, visualization, and interpretation of the features follow
this analytic approach across six selected features and reveal distinct
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patterns in the way good and bad conversationalists engage with
their partners.

Speech rate

We begin with speech rate, a low-level feature that is both straight-
forward to calculate and is associated with traits that are conceivably
related to one's ability as a conversationalist, such as competence
(68), persuasiveness (69), and intelligence (70). For each turn, we
computed speech rate by dividing the number of words spoken in
each turn by that turn’s duration in seconds, which yielded a rate of
spoken words per second (WPS). For analysis, WPS were binned
into deciles per the procedure outlined above. Figure 8A shows
that good conversationalists spent more of their turns speaking
quickly (i.e., in the upper five deciles). In contrast, bad conversa-
tionalists spent a greater proportion of turns speaking slowly (i.e.,
in the lower four deciles).

After adjusting for multiple comparisons, the speech rate distri-
butions of good and bad conversationalists differed significantly;
the null of equal distributions was rejected at adjusted P value (P,qj-
) < 0.001. In summary, Fig. 8A shows that good conversationalists
spent more time speaking quickly, while bad conversationalists
spent more time speaking slowly. On average, good conversational-
ists spoke at a rate of 0.1 WPS faster than bad conversationalists
(95% CI [0.06, 0.14]). For comparison, the mean speech rate
across our corpus was 3.3 WPS, indicating a 3% increase in speed.
Semantic similarity
While speech rate is a straightforward property of a conversational
turn (assuming a time-stamped transcript from which to begin), the
semantic exchange between two speakers is a more nuanced and
psychologically complex aspect of conversation. Using machine
learning methods for dimension reduction, we computed a
measure of semantic content based on text embeddings. Text em-
bedding techniques numerically represent sentences or documents
as vectors, based on co-occurrence patterns in a large training
corpus; the resulting representations are widely used to measure
the semantic distance between words, sentences, and documents
(71). This provided a proxy of each speaker’s novel “contribution”
in any given turn, relative to the previous turn in a conversation.

Consider the following excerpt from a conversation in our
corpus between two speakers who we will refer to as D and
K. Following a relatively boring turn on D's part that threatens to
stall the dialog, K shifts skillfully to a fresh line of inquiry.

D: [Talking blandly about the weather] “It's the same, I think it's
the same here, about 32 degrees.”

K: [High semantic novelty response] “Yeah, exactly. Okay. It's
going to appear like a totally random question, but being a Wiscon-
sinite, how frequently do you attend fish fries?”

In this turn couplet, K responded to her partner’s floundering
statement about the weather with a novel question about attending
Wisconsinite fish fries, which reset the conversation's momentum.

To study this computationally, we generated turn-level text em-
beddings from corpus transcripts with MPNet, a pretrained lan-
guage model that achieves top performance currently on a variety
of linguistic tasks [(72); via the Sentence-Transformers Python
module, from (73)]. We then used the cosine similarity between
the embedding vectors of (i) the current turn and (ii) the turn im-
mediately before and obtained a proxy for the degree of semantic
novelty injected into the conversation.

Figure 8B shows that good and bad conversationalists differ sig-
nificantly in their turns’ novel semantic content (null hypothesis of
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equal distributions rejected at P,q; = 0.001). The results are robust to
an alternative Euclidean distance metric, as well as to the widely
used RoBERTa embedding model (74); see the Supplementary Ma-
terials for details. However, as Fig. 8B makes clear, it is not the case
that good conversationalists add more novelty to their turns across
the board; rather, they use a mix of semantically novel and seman-
tically similar turns. Despite some caveats (see section S3.4), we
report these results on textual novelty because of their robustness
across multiple specifications and unsupervised machine learning
techniques’ apparent ability to capture nuanced aspects of conver-
sational skill that could not be studied computationally until
recently.
Loudness
While the exchange of semantic content plays a central role in con-
versation, a vast literature has also established that paralinguistic
cues, such as vocal tone, are similarly important. The low-level
acoustic characteristics of speech can be quantified in many ways;
we focus here on loudness (as measured in decibels or log-scaled
vocal energy). Note that “loudness” (the perceptual strength of
sound) is what most people refer to colloquially as “volume.” Tech-
nically, volume is the auditory sensation that reflects the size of
sound, from small to large, or, less formally, the “bigness,’
“spread,” or “space-fillingness” of sound (75, 76). Louder speech
often attracts a listener’s attention effectively, although its overuse
can backfire (77). Anecdotally, speakers who vary their volume for
emphasis may be considered more dynamic, while those with a uni-
formly loud or quiet voice may be perceived to be monotonous. To
examine these patterns in our corpus, we computed per-turn loud-
ness values and used those to compute interturn variation in loud-
ness (see the Supplementary Materials for additional analyses of
intraturn modulation of loudness, as well as an analysis of pitch).
As Fig. 8C shows, our analysis revealed that good and bad con-
versationalists differed significantly in the distributions of the loud-
ness of their turns (P,q; = 0.03). Differences in loudness
distributions persisted when the first and last seconds of a turn
were clipped or turn duration was adjusted for linearly (see the Sup-
plementary Materials for details). In additional analyses that were
disaggregated by speakers’ gender, we found that male speakers pri-
marily were responsible for these results. Moreover, consistent with
intuition, loudness patterns were highly nonlinear: We found no
significant difference in the mean turn loudness between good
and bad conversationalists. Rather, bad conversationalists spend
more time taking turns that are of medium loudness, while good
conversationalists spend more time taking turns with either lower
or higher average loudness—and perhaps thereby match the
dialog's needs more adeptly? In short, using one’s voice to occupy
a range of loudness values appears to be associated with conversa-
tional skill, but additional research is required.
Vocal intensity
Although loudness is appealing as an important acoustic feature
that can be measured transparently, humans often use more
complex combinations of vocal characteristics, including rough-
ness, sibilance, or the contrast between lower and higher frequen-
cies, to convey information such as emotion (78). One such acoustic
amalgam is emotional “intensity” (sometimes referred to as “activa-
tion"), a basic property of emotion and momentary affect (79, 80).
As with other concepts perceived subjectively, the precise definition
of intensity is debated; previous work has related it to changes in
one's body, how long the emotion lingers, the degree to which it
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motivates action, and whether it changes one's long-term beliefs
(81). For our purposes, we used a measure of acoustic intensity to
test the hypothesis that spoken intensity differs among good and
bad conversationalists.

To do so, we used the Ryerson Audio-Visual Database of Emo-
tional Speech and Song (RAVDESS) (82) to train a vocal intensity
classifier and then applied this model to assign intensity scores for
each speaking turn in our corpus. The RAVDESS dataset consists of
recordings of trained actors who were prompted to read simple
statements with either “normal” or "high” emotional intensity; we
treated this intensity label for each recording (normal or high) as the
response variable in training our classifier (a logistic regression
model). Model predictors consisted of summary statistics for each
RAVDESS recording across a range of common prosodic features:
mean, maximum, and SD for fundamental frequency (F0) and
volume (log energy), as well as voiced and unvoiced duration (see
the Supplementary Materials). We used our resulting trained clas-
sifier to predict vocal intensity for every 1-s interval in the corpus
and then averaged these values within turns to obtain a single inten-
sity score per turn.

As Fig. 8D reveals, people rated as good conversationalists spoke
with greater intensity than bad conversationalists; the null hypoth-
esis of equal distributions was rejected at P,g; < 0.001. These results
were fairly linear (difference in means of 1.3% points in the predict-
ed probability of high intensity, 95% CI [0.01, 0.02]) and were also
robust to an alternative specification that adjusted for turn duration.
In analyses disaggregated by the speaker’s gender, differences per-
sisted among female speakers, but became not significant among
male speakers (see the Supplementary Materials). Whether listeners
consider vocal intensity enlivening, emotional, or empathetic
remains an open question.

Similar to other model-based predictions for subjective mid-
level features, these results are intended simply as a starting point
for future work. First, it worth emphasizing that any effect related
to complex features such as vocal intensity will likely exhibit consid-
erable variance that has yet to be explored. For example, consider
how different personality traits may moderate the relationship
between vocal intensity and good and bad conversationalists (see
section S3.5.). Second, we used a relatively simple model for expo-
sition and computational efficiency, which leaves room for consid-
erable improvement through additional feature engineering as well
as the use of domain transfer techniques and more sophisticated
classifiers. To allow continued refinement, we provide raw audio
files for all conversations in the corpus, in addition to the tabular
records of the extracted features that we selected for analysis. We
also provide our vocal intensity estimates for others to replicate.
Last, we emphasize that concepts such as intensity are not merely
unimodal. In addition to its manifestation in voice, facial expres-
sion, word choice, and so forth also communicate intensity,
which highlight the need for continued research on the multimodal
measurement of emotion expressed in conversation.

Head movement

In the cultural context of this American corpus, a commonplace
nonverbal cue of assent or agreement is the up-and-down head
nod. Similarly, shaking one’s head from side to side usually
signals negation or disagreement. To capture head movement pat-
terns in the corpus recordings, we developed an algorithmic “nod
detector.” Using facial recognition software in the Dlib C++ library
(83), we computed a set of facial landmarks to identify the position

Reece et al., Sci. Adv. 9, eadf3197 (2023) 31 March 2023

of any human face detected on screen. From there, we developed a
rule-based scheme to evaluate whether, over a 2-s period, (i) at least
10% of a participant’s face (ii) crossed its beginning position at least
twice. When this occurred along the vertical axis, we recorded a
“nod.” If it occurred along the horizontal axis, then it was recorded
as a "shake." Binary summary features were computed separately for
nods and shakes to indicate the presence or absence of nodding and
shaking at any point in the turn.

The results showed that good conversationalists differed in both
of these common nonverbal listening behaviors. Figure 8E depicts
the rate of head nodding and head shaking among both groups. We
found that good conversationalists were significantly more engaged
not only in their rate of nodding “yes” (4.0% point increase; 95% CI
[0.02, 0.06], P,g; < 0.001) but also in their rate of shaking “no” (3.0%
point increase; 95% CI [0.01, 0.05], P.4; = 0.001). Notably, these
results indicate that good conversationalists are not merely cheerful
listeners who nod supportively at each new contribution from their
partners. Rather, they also make judicious use of nonverbal nega-
tions (head shakes) when appropriate. This suggests that good con-
versationalists’ head movements during conversation are best
characterized as engagement rather than just simple positivity.

As with our other results, we emphasize the need for continued
research on the measurement of nonverbal engagement. Informal
testing suggested that our nod detector demonstrated good preci-
sion (i.e., a low false positive rate) but had weaker recall (i.e.,
more false negatives than desired). A more refined facial recognition
algorithm may be able to detect more fine-grained head move-
ments, as well as to extract additional head pose information (e.g.,
whether a listener’s head is cocked to the side), and these and other
improvements will undoubtedly improve performance on this and
similar tasks of visual classification.

Facial happiness expression. Last, we turn to facial expressions, a
more nuanced visual cue. Unlike nods, which consist of a simple
up-and-down movement, the scope of potential facial expressions
is large and can be difficult to interpret. To address this challenge,
we used an emotion recognition model pretrained on the AffectNet
corpus of facial expression images categorized into eight emotional
groups (84). For every second in the corpus, we provided speaker
and listener images to a convolutional neural network that assigned
a probability to each emotional label. Note that the perception of
facial emotions is highly subjective, as evidenced by AffectNet's
low reported intercoder agreement. This is both a technological
and conceptual issue, as people express the same emotion differ-
ently, often transition quickly between emotions, and even
combine aspects of different emotions in idiosyncratic ways [e.g.,
(85, 86)]. Moreover, the model was not adapted to our video con-
versation context, where extreme facial contortion is rare and emo-
tions such as contempt, disgust, fear, sadness, and surprise appear
to be virtually undetected. We avoided these issues by examining
expressions of facial happiness alone, as happiness and neutrality
were, by far, the most common expressions detected in our
corpus. In what follows, we present results on expressions of
facial happiness while listening (see the Supplementary Materials
for an additional analysis of happiness while speaking).

Figure 8F demonstrates that good conversationalists exhibited
significantly more (difference in mean predicted probability 3.5%
points; 95% CI [0.02, 0.06]) facial happiness expressions while lis-
tening, compared to bad conversationalists (null of equal distribu-
tions rejected at level P,gq; = 0.05). Male speakers were largely
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responsible for these results, and they became statistically not sig-
nificant in an analysis limited to female listeners (see the Supple-
mentary Materials). As with the results on head movement, this
finding highlights the role of engaged listening in differentiating
good and bad conversationalists.

Across our corpus, we found that good conversationalists were
characterized by a number of directly measurable objective behav-
iors: They spoke more rapidly, showed greater variation in loudness
across their speaking turns, and engaged in active listening through
nonverbal cues (head nods and shakes). We also identified a
number of related patterns among more nuanced and psychologi-
cally complex mid-level behaviors that required trained algorithms
to detect. Good conversationalists injected more semantically novel
content into their turns, exhibited greater vocal intensity while
speaking, and exhibited more expressions of facial happiness
while listening. Together, these findings demonstrated our
corpus’s considerable potential to explore conversation in innova-
tive ways, particularly across levels of analysis, which we feel will be
an increasingly important type of conversation research.

A qualitative glance at the corpus—Topical, relational, and
demographic diversity

While our report focuses primarily on empirical patterns, the
corpus also offers a unique lens into American discourse in 2020.
Consider that our corpus consists of conversations collected during
a hotly contested presidential election and a global pandemic. This
makes the dataset a social repository of one of the most unusual
stretches of time in recent memory.

As shown in Fig. 9, using simple string matching, one can clearly
see the increased discourse about the election (keywords: “election,’
“biden,” “trump,” “republican,” and “democrat”), as well as the even
more marked rise of coronavirus disease 2019 (COVID-19) as a
topic of conversation as the pandemic gripped the globe (keywords:
“covid,” "pandemic,” “vaccine,” and “mask”). Together with these
topics, one can also see the growing summertime focus on law en-
forcement and police killings (keywords: “taylor,” “floyd,” and
“police”). Last, note the near-universal inclination of people every-
where to want to talk about their family and children (keywords:
“my kids,” “parents,” and “family”). In an effort to explore under-
studied aspects of conversations and to articulate a larger structural
framework, we left questions of topic choice relatively untouched,
which we suspect will be a particularly fruitful direction for future
research.

Regardless of how much technology is applied, conversational
discourse cannot be fully appreciated without actually watching
people talk. Over the course of a year, a member of our research
team engaged in a close qualitative examination of the corpus's con-
tents and watched every minute of its 850 hours. On the basis of
notes taken over the course of this monumental effort, we provide
records that describe, among other categories, conversations that
were particularly noteworthy, either for their awkwardness or for
the astounding degree of rapport that emerged (see the Qualitative
Review). Such qualities, which at present are impossible to identify
computationally, immediately suggest directions for future research
into the characteristics that distinguish these interactions.

Much qualitative research remains to be done. Several research
disciplines, including discourse analysis and conversation analysis,

CANDOR corpus themes in 2020
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Fig. 9. Topic flow within the CANDOR corpus. The topics people chose to talk about, as measured in CANDOR transcripts by a simple keyword dictionary, reflect the ebb
and flow of societal issues in an unusually tumultuous year. COVID-19 (red) surged from unknown to the talk of the nation by mid-2020, matching or even exceeding
family-related discussion (blue), a reliable staple of conversation. CANDOR frequencies for the presidential election (purple) and policing (green) highlight the trajectories

of these nationally debated issues.
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have historically studied conversation using high-quality manual
transcription, fine-grained annotation, and close reading of impor-
tant conversations [for an overview, see (87); for an approachable
introduction to some key concepts, see (88)]. This careful work
has yielded a considerable number of fundamental insights into
conversation, many of which had a strong influence on the analyses
in the section on turn exchange. In making the corpus public, our
goal is not only to make further work on this subject feasible but
also to benefit from the expertise in these research disciplines to
refine turn segmentation algorithms, establish gold-standard mea-
sures to train machine learning models, and identify conversational
phenomena that may be explored further both empirically and
experimentally.

An additional recommendation for future research is to explore
the notable diversity in our participant pool, which represents a
broad cross section of the United States, particularly in cases
where dissimilar participants were paired, resulting in countless in-
tergroup conversations. For example, in one conversation, our qual-
itative reviewer noted that “... [speakers are] a white man and a black
woman, begins off very reticent and one-sided, rapport develops
slowly with the help of a kind and talkative partner.” In a different
conversation, “... [speakers are a] 40-year-old mother of 3 in Loui-
siana and 20-ish daughter of Polish immigrants located in Chicago.
Mother is in recovery and was raised in the foster system. She is il-
literate. Discussion about cycles of trauma and privilege and resil-
ience." Watching such conversations, one is reminded that
regardless of how advanced our computational techniques
become, reducing conversations to tabular rows and columns of
data will fail to convey the full richness of their humanity.

The cross-demographic pairings in our corpus also offer a rare
opportunity to study the way people navigate a lengthy one-on-one
interaction with an unfamiliar conversation partner, who is often
someone who appears very different from them. Exploratory anal-
yses revealed the way people’s conversational behaviors shifted
when they were assigned to partners from different age, gender,
racial, educational, and political groups (see the Supplementary Ma-
terials for full results). These analyses revealed a number of notable
behavioral differences compared to conversations among demo-
graphically similar participants.

For example, we found that older speakers, defined as belonging
to the upper age tertile, tended to take significantly longer turns
when talking to a younger conversation partner compared to
when talking to another older speaker (1.5 s, 95% CI [1.1, 1.8],
P,4; < 0.001). This effect was large and constituted an approximately
9% increase in floor time for older participants in age-mismatched
conversations compared to age-matched conversations. A second
comparison revealed that, among female participants, vocal expres-
siveness (measured as the SD of vocal pitch) increased by 1.2 Hz
when speaking with female partners, compared to a baseline SD
of 37.7 Hz when speaking to males (95% CI [0.6, 1.8], P,g; = 0.01)
[see (89)]. Last, we observed that white participants used 15% fewer
backchannels when paired with Black partners compared to when
paired with white partners (M = 0.01 fewer instances per second,
95% CI [-0.02, —0.01], P,g; < 0.001). This is consistent with previ-
ous research results that showed that white participants often de-
crease nonverbal signals in interracial interactions (90).

We urge caution in interpreting these results, as apparent inter-
group differences should not be attributed solely to the perceived
outgroup aspect of a conversation partner’s identity. Social
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identities are complex and often contain components that are diffi-
cult to disentangle [see (91) for a discussion of causal inferences
about bundled identities]. Nonetheless, our corpus does contain a
wide diversity of dyadic pairings and, hence, may lend itself to any
number of interesting future lines of inquiry with respect to inter-
group communication.

DISCUSSION

To guide our exploration of the CANDOR corpus, we divided con-
versational features into three levels: (i) lower-level objective fea-
tures of conversation that can be measured directly at high
frequency; (ii) mid-level, psychologically rich features that can be
inferred indirectly, often because of advances in machine learning;
and (iii) higher-level subjective impressions reflected in partici-
pants’ postconversation survey responses. We first explored these
levels in isolation, examining low-level features of the turn-taking
system, followed by high-level features, such as people’s reported
well-being. Then, we used the corpus to draw connections across
levels of analysis—an exciting form of conversational research
that opens numerous lines of inquiry, many of which will require
interdisciplinary collaboration. In doing so, we examined the rela-
tion between people’s speed of turn exchange and their partners’
enjoyment; we also explored the rich middle layer of conversation
and found that various mid-level features, including semantic sim-
ilarity, acoustic intensity, and facial expressions of emotion, were
able to distinguish good conversationalists from bad ones.

In the most casual interpretation, these “levels” simply help or-
ganize a vast, multifeatured dataset into convenient categories to
report analyses that belong to different families of content.
However, we propose that this notion of a conversational hierarchy,
in addition to its practical utility, may also prove fruitful in gener-
ating theoretical insights (please see the Supplementary Materials
for an extended discussion).

Practical considerations: Exploring the corpus

While constructing the CANDOR corpus, we encountered a
number of interesting challenges, ranging from technical (e.g.,
aligning video and engineering features) to conceptual (e.g., defin-
ing psychologically sensible turns and representing conversation in
terms of “levels” of analysis). Throughout this report, we have
sought to justify the decisions required to make analytic progress,
while reasoning transparently through limitations, alternative ap-
proaches, and the potential downstream consequences. We invite
readers to examine our choices (and omissions) and, ideally,
improve upon them in future research.

Politics and the pandemic

Our corpus consists of conversations collected during a contentious
year in America at the onset of a global pandemic. This makes the
dataset a fascinating social repository of historical record. At the
same time, as a reference for conversation science, it is important
to consider the context, particularly when asking certain questions,
such as those related to politics, topic choice, feelings of social iso-
lation, questions of universality, and so forth.

Unique sample

Our participants were English speaking and resided in the United
States, which represents the living conditions of only a fraction of
the world's population (92). Our sample also consists of people
willing to talk to strangers online, which may be their most
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unique feature of all. Ultimately, we will have to wait for other
corpora to be released to make progress on important cross-cultural
comparisons.

Dyadic interaction

If the science of dyadic conversation is incomplete, then that is
nothing compared to the lack of research on group conversation
(93-95). Unfortunately, our dataset does not fill this gap, although
it may serve as a starting point for future studies, for example, by
establishing robust baseline values for dyadic conversation to con-
trast with future work on groups.

Talking with strangers

Our dataset consists of conversations between people who had
never met before. At the very least, this indicates that certain con-
versational phenomena will be underrepresented. For example,
gossip, which often functions to reinforce people’s social bonds, oc-
cupies a considerable portion of talk time in everyday conversation
(13, 96). Two strangers can certainly still “gossip” in the colloquial
sense of talking about celebrities, for example, but the gossip that
truly dominates daily conversation relates to mutual acquaintances
who are not present. Similarly, our dataset may be less suited to
examine a phenomenon such as self-disclosure, which occurs to a
greater extent in intimate relationships, such as between close
friends and significant others [e.g., (97)], although our Qualitative
Report documented an unexpected number of conversations that
included deep disclosures.

"Getting to know you" conversations

Our participants were not given specific instructions; rather, they
were simply told to have a conversation. This has the benefit of pro-
ducing a corpus of natural conversation that complements existing
task-specific datasets or corpora consisting primarily of institutional
talk. On the other hand, to investigate certain conversational phe-
nomena, researchers may benefit from more structured forms of
talk. For example, researchers interested in the way people cooperate
to create common ground and mutual understanding may be served
better by conversations that involve completing a joint communica-
tion task (98).

Video chat

As video chat is becoming a dominant communication medium,
much work remains to be conducted on its effects on perceived
eye contact, facial expressions, turn-taking, impression formation,
and so forth. Questions also remain about which behavioral pat-
terns may be inherent to the digital medium in general, rather
than dependent upon specific aspects of the medium, such as inter-
net speed or camera resolution. While many phenomena may ulti-
mately prove to be medium-independent (for example, the turn-
taking results were remarkably consistent with face-to-face
results), scholars should be cautious in extrapolating these results
to other contexts. Nevertheless, as society rethinks human commu-
nication, including a move toward more digital communication,
remote work arrangements, and so forth, understanding video-me-
diated conversation is an increasingly important endeavor.
Downtime

At the beginning of each conversation, one person signed on before
their partner. During this downtime, extraneous signals sometimes
entered the recording: background noise captured as speech, facial
expressions, and even people talking to themselves. Hence, when
calculating aggregate statistics, we recommend using only the
period when both speakers have appeared (approximated reason-
ably by the beginning of the second transcript turn). Overall,
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when calculating statistics, such as smiles per minute, caution
should be exercised in the choice of one's denominator.

Repeat speakers

Our corpus contains numerous people who had more than one con-
versation: Of our 1456 unique participants, more than half had mul-
tiple conversations and approximately a third had three or more.
This opens up many interesting questions, such as the variability
in people’s conversational behavior over time, the way conversation
partners adapt to one another, the stability of the impressions that
people make, and so forth. We regard this as a particularly unique
and exciting aspect of the corpus.

Survey limitations

In quantifying auditory and visual conversational behavior, we
sought to capture all of the information that current technology
permits. In the future, better methods may become available to
process and analyze audiovisual recordings. In contrast, the post-
conversation survey necessarily covered a fixed (although broad)
set of questions.

Intraconversational forecasting

We focused on three types of analysis across our findings: (i) pat-
terns of low-level conversational features, such as turn-taking dy-
namics; (ii) high-level subjective outcomes, such as the link
between conversation and well-being; and (iii) relations across the
levels of the hierarchy, such as good conversationalists’ use of vocal
dynamism. One untapped area of inquiry is what we refer to as in-
traconversational forecasting, i.e., the way an intraconversational
feature such as a speaker's tone of voice influences a listener's
own reactions during that same turn or carries over into subsequent
turns (consider the way laughter can be infectious). The premise of
intraconversational forecasting, or the “flow of conversation” (99), is
particularly intriguing as a subject for multimodal analysis; for
example, a sudden shift in a listener’s facial expression (e.g., a
frown or a fading smile) may prompt the speaker to change the
topic or soften their tone. The considerable range of potential ques-
tions, together with the complexity involved in parameterizing
these kinds of temporal state inference models, makes intraconver-
sational forecasting a particularly rich subject for future research.
Additional labeling

The more high-quality annotations (labels) that are added to the
CANDOR corpus, the more useful its data will become. In its
current state, the corpus already allows sophisticated machine learn-
ing models to be developed and trained. With more comprehensive
labels, including better tracking of facial movements, together with
enhanced emotional and semantic inferences, the potential applica-
tions become endless: Consider, for example, the way labeled data-
sets have been used recently in the computational study of
linguistics to advance our understanding of decades-old concepts
such as politeness (100) or the way multimodal deep learning archi-
tectures to detect emotion are increasingly used in conversational
artificial intelligence. We are excited to see what other characteris-
tics may be quantifiable, and we encourage scholars to make their
annotations and analyses available to the broader community.
Additional detectors

While some software libraries today allow certain aspects of conver-
sation, such as politeness (101), to be analyzed, we need many more
(e.g., models that detect self-disclosure or high-accuracy laughter
detectors). By releasing the entirety of the raw and processed
corpus recordings, we anticipate that the corpus will grow together
with advancing technologies.
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Diversity of pairings

One strength of the corpus that is worth reiterating is its diversity of
pairings, such as conversations between old and young and conver-
sations across gender, race, and political orientation (see the "A
qualitative glance at the corpus—Topical, relational, and demo-
graphic diversity" section). These pairings represent a major oppor-
tunity for research on intergroup contact.

By releasing the corpus to the public, it is our hope that other
teams of researchers will push it to new heights: reprocessing, label-
ing, and extracting more features; analyzing people’s stability and
variability across repeat conversations; examining the way video-
mediated conversation differs from face-to-face conversation; and
pursuing answers to the large questions that remain outstanding.
Perhaps other researchers will release their own complementary da-
tasets of groups, friends, or work colleagues; of people with social
anxiety; or of those talking across group divides. Ultimately, the ex-
pansion of this corpus, together with the release of more corpora,
will allow accelerated progress toward a science of conversation.

Over the course of 2020, nearly 1500 people ranging in age from
19 to 66 were paired and engaged in recorded online video conver-
sations. These recordings, which contain more than 7 million words
across 850+ hours, together make up the CANDOR corpus, which
we have introduced here. The wealth of linguistic, acoustic, visual,
behavioral, and textual data that comprise this corpus allows re-
searchers in a number of scientific disciplines to open fresh lines
of inquiry into the most fundamental of human social activities:
the spoken conversation.

We strongly encourage people to take the time to actually watch
these recordings. We imagine that you will find, as we did, not only
ideas for future research but also conversation’s notable power to
connect people. Despite the awkward small talk, the differing poli-
tics, and the understandable reticence—at least initially—on the
part of strangers meeting for the first time, people nonetheless
managed to come together, often with great kindness, grace, and
understanding.

This orientation toward social connection is not only among the
distinguishing features of our species but is also fundamental to the
act of conversation itself. After all, conversation requires of its par-
ticipants a remarkable degree of cognitive and social interdepen-
dence, from the joint construction of dialog to the inexorable
search for a common ground and to the nuanced coordination of
one's informational and relational goals. This was a joy to watch,
although it was clear to us that the speakers themselves experienced
the real joy, engaged as they were in the magic of building a shared
experience through the spoken word. We should be grateful as
scholars of human behavior that so much of this ancient ritual
remains open to investigation.

Supplementary Materials
This PDF file includes:

Tables S1 to S6

Figs. S1 to S14
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